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 A B S T R A C T

Hyperspectral image classification (HSIC) is an important research direction in the field of remote sensing 
image analysis and computer vision, which is of great practical significance. Hyperspectral imaging (HSI) is 
widely used in a variety of scenarios with its rich spectral and spatial information, but problems such as high-
dimensional data characteristics and scarcity of labeled samples challenge the classification accuracy. Deep 
learning (DL), with its powerful feature extraction and modeling capabilities, provides an effective means 
to solve the nonlinear problems in HSIC. In this survey, we systematically review the research progress and 
applications of DL in HSIC. Firstly, we outline the importance of accurate classification, analyze the features 
of HSI and the challenges faced by DL in this area. Secondly, we introduce different feature representations of 
HSI and provide a comprehensive describe of the application of various DL models in HSIC. Meanwhile, we 
also explore DL methods that can effectively improve the classification performance in the case of insufficient 
training samples. Finally, we summarize the current research situation, and put forward the future development 
direction and suggestions.
. Introduction

Hyperspectral imaging (HSI) can acquire reflectance data for hun-
reds of continuous spectral bands in the wavelength range of 0.4 
o 2.4 μm [1]. These spectral bands cover the visible and short-wave 
nfrared regions, capturing detailed spectral characteristics of different 
aterials. This helps distinguish objects that may appear similar. With 
igh spectral resolution and a broad wavelength range, HSI is an 
ffective tool for material detection and analysis. It can also iden-
ify emission signatures, including those in the mid- to long-infrared 
ange [2].
While HSI provides a wealth of information, it also presents several 

ignificant challenges. HSI data consist of both spatial resolution and 
pectral dimensions, forming a three-dimensional data cube. Conse-
uently, traditional analysis methods designed for monochrome, RGB, 
nd multispectral images are not directly applicable for effectively ex-
racting meaningful insights from HSI data. To address this complexity, 
pecialized techniques and methodologies are essential.
The main advantage of HSI is the ability to distinguish materials that 

re similar in visual features such as color, texture, shape, and struc-
ure, but differ in spectral properties. This capability is essential across 
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a multitude of application domains, such as atmospheric monitoring [3,
4], urban planning [5], agricultural production [6], marine and forest 
health monitoring [7,8], healthcare and food processing [9,10]. HSI 
also has a wide range of military applications, including camouflage 
identification, mine detection and coastal area mapping [11–13]. In ad-
dition, HSI is also widely used in aerospace and underwater equipment, 
through the acquisition of detailed spectral information to complete a 
variety of mission requirements.

HSI research consists of the following six main areas: HSI un-
mixing [14], HSI change detection [15,16], HSI classification [17], 
HSI reconstruction and restoration [18–20], HSI data fusion [21], HSI 
dimensionality reduction [22], and HSI segmentation [23]. According 
to statistics obtained from ‘‘app.dimension.ai’’, Fig.  1 illustrates the 
cumulative number of publications and patents in the HSI field over 
the past decade. This trend suggests an imminent increase in the use 
and significance of HSI applications.

In this survey, we focus on hyperspectral image classification
(HSIC), a field that has seen significant progress. With the continuous 
evolution of machine learning, learning-based algorithms have been 
introduced into HSIC and achieved good results. Due to the rich spectral 
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Fig. 1. 2014–2024 Number of HSI-related publications and patents published.
Fig. 2. 2014–2024 Number of publications and patents on DL-based HSIC.
information of HSI, early studies mainly focused on extracting high-
dimensional spectral information, such as support vector machines 
(SVM) [24]. On this basis, Li et al. [25] proposed a multi-core based 
SVM model. Liu et al. [26] proposed an SVM model based on non-
parallelism. In addition, some machine learning related algorithms 
such as Random Forest [27], Polynomial Logistic Regression [28], 
and Random Subspace Methods [29] have also been introduced into 
the field of HSIC. However, there is still room for optimization of 
traditional machine learning for spatial feature extraction.

In recent years, with the improvement of GPU computational per-
formance, Deep learning (DL) has emerged as a popular direction for 
HSIC. Chen et al. [30] first applied DL to the HSIC task and combined 
it with principal component analysis (PCA) [31]. Early deep networks 
were predominantly shallow, focusing on extracting either spectral 
or spatial features. Subsequent studies have progressively introduced 
deeper, multi-layered architectures that effectively integrate spectral-
spatial information. For instance, numerous studies have employed 
2 
multi-scale, multi-view convolutional networks to capture subtle vari-
ations in HSI data [32,33]. Moreover, models leveraging attention 
mechanisms and Transformer architectures have demonstrated superior 
ability to capture long-range dependencies, thereby enhancing both 
classification accuracy and generalization [34,35]. According to the 
statistics of ‘‘app.dimension.ai’’, Fig.  2 shows a significant increase in 
the number of publications and patents for DL-based HSIC methods in 
the last few years. This trend shows that researchers in the field have a 
strong interest in DL methods. It also suggests that DL technology will 
play an increasingly crucial role in HSIC.

The rapid development of DL in HSIC has driven the diversification 
of model architectures and improved performance. It has also intro-
duced new approaches to address the challenges of high dimensionality, 
redundancy, and labeling difficulties in HSI data. In the future, as 
innovative algorithms emerge and cross-domain technologies integrate, 
HSIC research will reach new heights and yield further breakthroughs 
in practical applications.
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Fig. 3. Structural framework of this survey.
The contributions of this survey are as follows:

• This survey summarizes the typical application scenarios of HSIC 
and analyzes the key challenges faced by HSIC approaches based 
on DL.

• We systematically introduce the spectral features, spatial features 
and spectral-spatial features of HSI, and comprehensively review 
the spectral-spatial HSIC research methods based on DL.

• We propose strategies to address the problem of limited training 
samples and explore possible research directions in the future.

The remaining investigations are organized as follows: Section 2 
provides an overview of HSIC applications and describes the charac-
teristics of HSI and the challenges faced by DL in this area. Section 3 
describes the various representations of HSI. Section 4 systematically 
reviews various DL-based classification methods. Section 5 discusses 
solution strategies to cope with the problem of limited labeled data. 
3 
Section 6 selected different models for comparative experiments to fur-
ther analyze the characteristics between the different models. Section 7 
concludes and gives suggestions for future research. The structural 
framework of this survey is shown in Fig.  3.

2. Hyperspectral image classification

2.1. Significance of accurate classification

The main objective of HSIC is to accurately identify and classify 
different types of characteristics, such as forests, agricultural land, 
water bodies, and urban areas. By accurately classifying HSI, confusion 
caused by similarity of spectral features between different feature 
classes can be avoided, thus effectively preventing erroneous decisions. 
For example, in areas such as land management administration, envi-
ronmental monitoring or urban planning, the accuracy of classification 
is crucial [36–38]. In addition, classification results can show spatial 
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and temporal trends of different features. This provides valuable in-
sights into ecosystems, land-use changes, and environmental shifts. It 
also helps support scientific and informed decision-making.

In agricultural monitoring, by analyzing the spectral characteristics 
of different crops in different bands, HSIC can be used to classify 
crop types, such as precise fertilizer application, irrigation, and pest 
control [39]. The higher the classification accuracy, the better the effect 
of measures such as fertilizer application, watering and pest control, 
etc. HSIC can also be used to monitor the type, moisture, pH and 
nutrient content of soil to optimize the management of agricultural 
production and resource allocation [40,41].

In the field of environmental monitoring, HSIC can accurately clas-
sify different features and is widely used in land use, land cover change 
monitoring and urban expansion analysis. With the help of HSI data, 
HSIC can effectively identify and monitor environmental problems 
such as water pollution and air pollution sources, and can also be 
used to detect potential environmental hazards such as oil spills and 
industrial wastewater discharges, thus providing important support for 
environmental protection and governance [42–44].

In mineral exploration, HSI can accurately distinguish between 
different minerals, rocks and soil types on the surface, so accurate clas-
sification can help locate mineral deposits, evaluate mineral resources 
and formulate exploration plans in geological exploration [45,46]. By 
analyzing the hyperspectral features of minerals, the distribution of 
different minerals can be accurately identified, reducing exploration 
costs.

In addition, HSIC offers significant advantages in disaster mon-
itoring and military security [47]. Accurate classification of HSI is 
crucial for better understanding the Earth’s surface. It plays a vi-
tal role in addressing complex challenges and promoting sustainable 
development.

2.2. Characteristics of HSI and deep learning challenges

The main task of HSIC is to assign a unique label to each pixel 
vector based on the spectral or spectral-spatial properties of the HSI 
cube. Mathematically the HSI cube can be represented as: 
𝐓 = [𝐭1, 𝐭2, 𝐭3,… , 𝐭𝐾 ]𝑇 ∈ R𝐾×(𝐼×𝐽 ) (1)

where 𝐾 is the total number of spectral bands and each band consists 
of 𝐼 × 𝐽 samples of category 𝐿. Each sample 𝐭𝑖 =

[

𝑡1,𝑖, 𝑡2,𝑖, 𝑡3,𝑖,… , 𝑡𝐾,𝑖
]𝑇

has a category label 𝑙𝑖 ∈ R𝐿. HSIC problem can be considered as an 
optimization problem, which we can represent as: 
𝐿 = 𝑔𝛼(𝑇 , 𝜃) (2)

where the mapping function 𝑔𝛼(⋅) is responsible for converting the input 
data 𝑇  into predicted category labels 𝐿. The adjustable parameter 𝜃 is 
used to transform the input data 𝑇 , allowing 𝑔 to map the spectral data 
to the category label space 𝐿 [48]. By adjusting 𝜃, the mapping process 
can be optimized to minimize the gap between the predicted results and 
the actual labels.

DL has revolutionized HSIC by surpassing traditional methods, in-
tegrating neural networks with attention mechanisms [49,50]. For 
instance, convolutional neural networks (CNNs) excel at learning hier-
archical representations, effectively capturing both spatial and spectral 
dependencies in HSI [51]. Recurrent neural networks (RNNs), designed 
for sequence data processing, offer distinct advantages for temporal 
analysis in HSIC [52]. RNNs efficiently capture contextual information 
across time, which aids in tracking land-cover changes and monitor-
ing dynamic environmental processes. Autoencoders (AEs), another 
type of neural network, have also been utilized in HSIC, particularly 
when trained on unlabeled HSI data to capture underlying data struc-
tures [53]. Recently, Transformers have gained significant attention in 
fields like natural language processing and computer vision [54,55]. 
By leveraging a self-attention mechanism, Transformers can capture 
dependencies between various positions in a sequence. This ability 
4 
to model interactions between spectral bands allows Transformers to 
exploit the rich information in HSI, thereby enhancing classification 
performance and capturing complex spectral patterns. Additionally, 
diffusion models [56] and Mamba models [57] have been incorporated 
into HSIC due to their unique advantages.

While these DL models have found broad potential in HSIC tasks, 
they still face significant challenges in practical applications. These 
challenges stem primarily from the fact that HSI data contains a large 
number of continuous and narrow spectral channels with very high 
spectral resolution but low spatial resolution. Although the rich spec-
tral information is very useful for classification tasks, processing such 
complex data requires a lot of time and computational resources. 
When processing HSI data, with the increase of feature dimension, 
the computational complexity of the data also rises sharply, which is 
called the curse of dimensionality [58]. Especially in supervised learn-
ing, dimensionality catastrophe can significantly affect classification 
accuracy. With a limited number of training samples, an increase in 
the feature dimension often leads to a decrease in the performance 
of the classification algorithm, and the classification accuracy may be 
significantly reduced, which results in the hughes phenomenon [59]. 
To address this challenge, several strategies can be adopted, such as 
feature selection, dimensionality reduction (DR), and utilizing unsu-
pervised or semi-supervised learning methods to extend the training 
dataset.

DL models face multiple challenges in HSIC. The training and pa-
rameter optimization of deep neural networks (DNN) are NP-complete 
problems, and the optimization process is complex and the convergence 
is unstable. The HSI task requires an adjustment of a large number of 
parameters and the training difficulty is high. Although optimization 
algorithms significantly improve convergence efficiency and classifi-
cation performance, the ‘‘black box’’ nature of DNNS limits model 
interpretability, which has not been solved. The high dimensionality 
of HSI data and the limited training samples easily lead to overfitting, 
especially the Hughes phenomenon, which needs to be fine-tuned to 
alleviate. The computational complexity of DNN requires high memory, 
computing power and storage, but parallel and distributed computing 
technologies have been partially alleviated. Increasing the depth of 
the network may reduce the training accuracy due to the explosion or 
disappearance of the gradient, which puts forward higher requirements 
for deep network design and optimization.

2.3. HSI datasets

Table  1 offers a comprehensive overview of several widely used HSI 
datasets [47,60–62]. It features key datasets including Pavia Univer-
sity (PU), Pavia Center (PC), Indiana Pines (IP), Houston2013, Hous-
ton2018, Salinas Valley (SA), Kennedy Space Center (KSC), Washing-
ton DC Mall, AeroRIT, Botswana (BS), WHU-OHS, WHU-Hi-LongKou, 
WHU-Hi-HongHu, WHU-Hi-HanChuan, QUH-Tangdaowan, QUH-
Qingyun, QUH-pingan, Matiwan Village. The table enumerates essen-
tial attributes for each dataset, such as Wavelength, Spatial size, the 
number of spectral bands, ground sampling distance (GSD) in meters 
per pixel, the number of distinct classes, and the data acquisition mode. 
The detailed information provides a valuable reference that offers 
critical insights into the characteristics of these datasets and supports 
informed decision-making in HSIC research.

3. Hyperspectral representation

HSI data is represented as a 3D hypercube, denoted as 𝑋 ∈
R𝐵×(𝑁×𝑀), which contains both 1D spectral samples and 2D spatial de-
tails [63]. Here, 𝐵 denotes the number of spectral bands, while 𝑁 and 
𝑀 represent the spatial dimensions (width and height), respectively. 
Fig.  4 illustrates an HSI cube from the Pavia University dataset.
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Table 1
The table lists publicly available HSI datasets used for classification methods.
 Dataset Sensor Mode Wavelength Spatial size Bands GSD Classes 
 Pavia University (PU) ROSIS Aerial 0.43–0.86 μm 610 × 340 103 1.3 m 9  
 Pavia Center (PC) ROSIS Aerial 0.43–0.86 μm 1096 × 715 102 1.3 m 9  
 Indiana Pines (IP) AVIRIS Aerial 0.4–2.5 μm 145 × 145 224 20 m 16  
 Houston2013 NCALM Aerial 0.38–1.05 μm 349 × 1905 144 2.5 m 15  
 Houston2018 NCALM Aerial 0.38–1.05 μm 601 × 2384 48 1 m 20  
 Salinas Valley (SA) AVIRIS Aerial 0.4–2.5 μm 512 × 217 204 3.7 m 16  
 Kennedy Space Center (KSC) AVIRIS Aerial 0.4–2.5 μm 512 × 614 176 18 m 13  
 Washington DC Mall HYDICE Aerial 0.4–2.4 μm 1208 × 307 191 1.5–3 m 7  
 AeroRIT Headwall Micro E Aerial 0.397–1.003 μm 1973 × 3975 372 0.4 m 5  
 Botswana (BS) Hyperion Satellite 0.4–2.5 μm 512 × 614 145 30 m 14  
 WHU-OHS Orbita hyperspectral micro Satellite 0.4–1 μm 512 × 512 32 10 m 24  
 WHU-Hi-LongKou Headwall Nano-Hyperspec UAV aerial 0.4–1 μm 550 × 400 270 0.463 m 9  
 WHU-Hi-HongHu Headwall Nano-Hyperspec UAV aerial 0.4–1 μm 940 × 475 270 0.043 m 22  
 WHU-Hi-HanChuan Headwall Nano-Hyperspec UAV aerial 0.4–1 μm 1217 × 303 274 0.109 m 16  
 QUH-Tangdaowan Gaiasky mini2-VN UAV aerial 0.4–1 μm 1740 × 860 176 0.15 m 18  
 QUH-Qingyun Gaiasky mini2-VN UAV aerial 0.4–1 μm 880 × 1360 176 0.15 m 6  
 QUH-pingan Gaiasky mini2-VN UAV aerial 0.4–1 μm 1230 × 1000 176 0.15 m 10  
 Matiwan Village V-NIR imaging UAV aerial 0.4–1 μm 3750 × 1580 250 0.5 m 20  
Fig. 4. Hyperspectral spatial and spectral cube.

3.1. Spectral representation

In spectral representation, the spectral information of each pixel can 
be represented as a spectral vector, denoted as 𝑥𝑖 ∈ R𝐵 . Here, 𝐵 denotes 
the spectral channel, which can be the actual number of channels or a 
simplified set obtained by DR techniques. Usually, to avoid redundancy 
and improve the class separability, data processing prefers to use a 
low-dimensional HSI representation.

The application of DR Method in HSI can be divided into two 
categories: supervised and unsupervised. Supervisory methods rely on 
label information to guide dimension reduction processes, such as 
linear discriminant analysis (LDA) [64], local fisher discriminant anal-
ysis (LFDA) [65], local discriminant embedding (LDE) [66], and non-
parametric weighted feature extraction (NWFE) [67]. Unsupervised 
dimensionality reduction methods do not rely on label information. 
They reduce the dimensionality based on the structural characteristics 
of the data. Common examples include PCA, local linear embedding 
(LLE) [68], and non-negative matrix factorization (NMF) [69]. How-
ever, spectral mixing makes it hard to distinguish categories using 
only spectral reflectance. Therefore, advanced techniques are needed 
to improve classification accuracy in HSI.
5 
3.2. Spatial representation

To overcome the limitations of spectral representation in HSI, spa-
tial information can be incorporated. Each band can be represented as 
a matrix, denoted as 𝑥𝑖 ∈ R𝑁×𝑀 , which captures the spatial structure 
of pixels. In most cases, neighboring pixels share similar characteristics. 
Therefore, it is important to include the information of adjacent pixels 
during spatial representation. This can be done using core-based or 
pixel-centric window techniques [70].

There are several methods to extract spatial information from HSI 
cubes. In some cases that do not rely on DL, traditional image pro-
cessing techniques can be used to extract spatial information. For 
example, morphological contours (MPs) and region growth algorithms 
can effectively extract spatial structure and connectivity features of 
images. In addition, grey level co-occurrence matrix (GLCM), gabor 
filter, and local binary mode (LBP) are used to analyze spatial structure 
features such as texture and shape of images through mathematical 
models to further enhance the extraction effect of spatial information. 
Zhang et al. [71] combined gabor filters with differential morphological 
profiles and applied them to HSIC. This shows that these technologies 
can be fully integrated for extracting spatial information. In addition, 
spatial features can be extracted based on multi-scale analysis. For 
example, the pyramid method captures spatial features at different 
scales by downsampling images at multiple scales to generate images 
with different resolutions. The wavelet transform can gradually extract 
spatial information from low frequency to high frequency, which is 
especially suitable for capturing local structural changes of images.

3.3. Spectral–spatial representation

HSI are essentially composed of multiple continuous band images, 
and the spectral value of each pixel in each band reflects the com-
position and properties of the object. However, spectral information 
only provides the radiation characteristics of each pixel, and cannot 
fully capture the spatial relationship in the image. Spatial information 
describes the spatial distribution and interrelationship of pixels, which 
can reveal the shape, boundary and surrounding environment of objects 
in the image. The combination of spectral information and spatial 
information makes the analysis of HSI more comprehensive and can 
overcome the limitations of single spectral or spatial analysis methods.

There are two common spectral-spatial fusion methods. One method 
is based on feature level fusion, which is usually processed by combin-
ing spectral features with spatial features into new feature vectors. For 
example, pixel-level fusion directly combines the spectral information 
of each pixel with the spatial information of its neighborhood (such 
as texture, edge, etc.) to form a high-dimensional feature vector. Lo-
cal neighborhood feature extraction extracts spatial features (such as 
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Fig. 5. General structure of CNN.
mean, variance, gradient, etc.) by analyzing the neighborhood around 
each pixel, and combines them with spectral information. In order to 
improve the computational efficiency, the feature dimension is often 
reduced by PCA or LDA. Another approach is learning-based fusion. 
Recently, many spectral-spatial fusion methods have used DL models 
such as CNNs and Transformers. These models automatically learn how 
to combine features from the data, avoiding manual feature design.

In the subsequent sections, we focus on the models for extracting 
spectral-spatial features.

4. Deep learning models for HSIC

4.1. Convolutional neural network (CNN)

The CNN architecture is inspired by Hubel and Wiesel’s bio-visual 
system [72] and Fukushima’s neocognitron model [73]. It consists of 
two main parts: a feature extraction (FE) network and a classification 
stage for the extracted feature maps. As shown in Fig.  5, the general 
model of CNN includes convolutional layer, pooling layer, and fully 
connected(FC) layer. The FE network extracts features from the input 
data step by step using convolution and pooling layers. The classifica-
tion stage then uses these features for prediction. Due to this structure, 
CNNs are widely used in image classification and object detection tasks.

Convolutional layers are characterized by the use of a set of con-
volutional kernels and biases to process the input data. These convolu-
tional kernels have small receptive fields and are used to extract specific 
features. The feature map of a convolutional layer can be defined as 
follows: 

𝑓 𝑙
𝑗 =

𝑇
∑

𝑖=1
𝛼
(

𝑓 𝑙−1
𝑖 ∗ 𝑤𝑙

𝑖𝑗 + 𝑏𝑙𝑖
)

(3)

where 𝑓 𝑙
𝑗  denotes the 𝑗th feature map of the 𝑙th layer, 𝑓 𝑙−1

𝑖  represents 
the 𝑖th feature map of the previous layer (𝑙 − 1), 𝑇  is the number 
of channels, 𝑤𝑖𝑗 and 𝑏𝑙𝑖 are the weights and biases, respectively. The 
operator ∗ denotes the convolution operation, and 𝛼 represents the acti-
vation function. In each convolutional layer, the convolutional kernel is 
shared across the entire input data. A spatial sharing mechanism helps 
reduce model complexity, which in turn improves training efficiency. 
After the convolution operation, the results are fed into an activation 
layer, allowing the network to learn nonlinear patterns through the 
application of nonlinear activation functions. Pooling is then used to 
downsample the feature maps, decreasing their resolution while retain-
ing essential discriminative information. This operation also contributes 
to the network’s translation invariance. Following several convolution 
and pooling layers, the feature maps are flattened into one-dimensional 
vectors and passed to FC layers. In the classification stage, FC layers 
and a softmax function are used to compute the probability distribution 
over the classes based on the extracted features.

Recently, multi-scale feature extraction has gained significant at-
tention in research. However, a common problem with traditional DL 
models is that the learned model may not be effective in images with 
high intra-class variance and low inter-class variance. Gong et al. [74] 
6 
have proposed a multiscale CNN (MS-CNN) to effectively extract mul-
tiscale deep features from HSI, aiming to address the challenge of 
capturing complex spectral-spatial patterns. To improve the limitations 
of traditional metric learning, where metric parameters tend to become 
overly similar and lead to redundancy, they incorporated determinantal 
point process (DPP) priors into the model. These priors encourage 
diversity among the learned factors, enhancing the network’s ability 
to extract more discriminative features for HSIC. Zhang et al. [75] 
have proposed the SPRN model, which divides the input spectral bands 
into multiple non-overlapping contiguous sub-bands. Spectral-spatial 
features from each sub-band are independently extracted using im-
proved residual cascading parallel blocks. The multi-scale features are 
subsequently fused and passed to the classifier for final prediction. To 
further enhance performance, the model incorporates a spatial atten-
tion module called the homogeneous pixel detection module (HPDM), 
designed to capture uniform pixels within the input image block. The 
module effectively mitigates the performance degradation typically 
caused by increasing block size and can be flexibly integrated into any 
CNN-based HSIC framework.

Some researchers have proposed innovative solutions by combining 
CNNs to address the challenges of small sample training and unsuper-
vised learning. Dong et al. [76] have proposed a pixel cluster CNN and 
spectral-spatial fusion (SSF) algorithm for HSIC. First, spatial informa-
tion is extracted using a grey scale covariance matrix. Then, the spatial 
information is fused with spectral data through band superposition 
to create spectral-spatial features. To increase the number of training 
samples, the pixels processed by SSF are grouped into pixel clusters 
based on specific rules. Finally, effective features are extracted from 
these pixel clusters using the CNN framework. Due to the limited 
adaptability of this method across different types of HSI or datasets, 
more tuning and optimization may be required for specific datasets. 
In contrast, Ye et al. [77] have introduced self-supervised learning 
with the multiscale densely connected network (SS-MSDCNet), a novel 
unsupervised method designed to fully leverage unlabeled samples 
for HSIC. The network employs a spectral segmentation-based data 
enhancement technique to synchronize the dual-stream structure of SS-
MSDCNet, improving spectral representation. Additionally, multi-scale 
spectral-spatial features are extracted using a 3D dense connectivity 
module and a 3D spatial attention module.

Although these models perform well on specific tasks or datasets, 
they still face many challenges. For example, techniques like multi-scale 
convolution, 3D convolution, and spatial attention modules can lead to 
high computational costs, making them difficult to apply in resource-
limited environments. Additionally, small sample learning methods 
often rely on more refined feature selection and data augmentation 
techniques, while CNNs may not fully capture the complex patterns in 
the data.

4.2. Graph convolutional network (GCN)

GCNs demonstrate notable strengths in modeling complex spatial 
dependencies, making them particularly effective for HSIC. HSI typ-
ically contains hundreds to thousands of consecutive spectral bands, 
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Fig. 6. HSIC general process based on GCN.
each representing a spectral feature. This high-dimensional spectral 
data makes traditional CNNs difficult to capture the spatial associations 
between pixels. To address this problem, GCNs model the relationships 
between pixels by constructing graph structures. In GCNs, the graph 
structure is the basis of the convolution operation, and the accuracy of 
its design directly affects the effectiveness of the feature representation. 
Therefore, it is crucial to customize the appropriate graph structure for 
a specific task, while selecting the appropriate graph nodes is a key step 
in constructing the graph. Fig.  6 illustrates the general process of HSIC 
based on GCN. In GCN-based HSIC methods, pixels or superpixels are 
typically used as nodes to construct the graph structure.

Shahraki and Prasad [78] have first proposed the use of GCN model 
for HSIC. Due to the lack of inherent graph structure in hyperspectral 
data, it is necessary to construct an adjacency matrix based on pixel re-
lationships to enable graph convolution operations. In this context, the 
Spectral-Spatial GCN (S2GCN) [79] leverages both spectral features and 
spatial distances to define graph connections, enhancing the model’s 
ability to capture local and global context. However, constructing such 
adjacency matrices can be computationally intensive, especially for 
large-scale datasets. To overcome this limitation, the miniGCN [80] 
introduces a small-batch training strategy, which significantly reduces 
the computational burden and enables scalable learning for HSIC tasks.

Gao et al. [81] have introduced an interaction-enhanced network 
that integrates multiple self-attention (MSA) mechanisms with graph 
convolution for hyperspectral and LiDAR data fusion. Initially, spec-
tral and spatial features are independently extracted from the two 
modalities, followed by the construction of interaction-enhanced fusion 
features (IEFFs) based on the rank information of central pixels. To 
further capture spatial dependencies, graph structures are built for four 
distinct feature sets: interaction-enhanced HSI, interaction-enhanced 
LiDAR, HSI-only, and LiDAR-only features. Each pixel is treated as 
a node in the graph, enabling the model to represent complex spa-
tial relationships. A multimodal gated fusion module (MGFM) is then 
employed to adaptively fuse the extracted features using a learnable 
weighting mechanism, where the weights are dynamically determined 
according to feature characteristics. This process ensures an effective 
and balanced integration of multimodal information.

Traditional GCN methods usually use hyperpixel-based nodes to 
reduce the computational complexity, but this approach cannot effec-
tively capture pixel-level spectral-spatial features. In addition, these 
methods usually only focus on the consistency of predicted labels with 
real labels, ignoring the relationship between intra-class and inter-
class distances, resulting in low feature differentiation. To address 
these issues, Chu et al. [82] have proposed a feature fusion fuzzy 
graph generalization network (F3GBN) for HSIC. They have extracted 
pixel-level attribute profile features using attribute filters and have 
fused these features with superpixel features through typical correlation 
analysis. In addition, a Breadth Learning System (BLS) is employed 
as a classifier to fully exploit the spectral-spatial information through 
nonlinear transformations, resulting in significant classification results. 
Unlike existing hypergraph models, Duan et al. [83] have proposed 
a structure-preserved hyper GCN (SPHGCN) that combines regular 
convolution and irregular hypergraph convolution to break the spatial 
constraints of traditional convolution, aggregate information between 
different image blocks, and acquire deep spatial–spectral features.
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Graph attention network (GAT) [84] can accurately depict the rela-
tionship between samples through automatic learning and optimization 
of node connections, which has attracted the attention of researchers. 
To address the depth limitations of standard GAT architectures, the 
Spectral-Spatial Residual GAT (S2RGANet) [85] integrates residual con-
nections with graph attention mechanisms, thereby enhancing fea-
ture learning capabilities. In addition, the Multi-Relational GAT (MR-
GAT) [86] incorporates multi-scale receptive fields to extract both 
local and global features from neighboring nodes and edges, enriching 
the model’s representation capacity. For multimodal fusion tasks, the 
Graph-Attention based Multimodal Fusion Network (GAMF) [87] lever-
ages heterogeneous graphs to capture deep semantic relationships and 
effectively resolve long-range dependency challenges. Further extend-
ing the capabilities of attention mechanisms, the Extended Context GAT 
(ExGAT) [88] improves the modeling of long-distance dependencies 
through a broader contextual aggregation strategy.

While GCNs capture spatial dependencies by constructing a graph 
structure between pixels, their effectiveness heavily depends on the 
design of this structure. The construction of the adjacency matrix or 
the selection of the graph structure is critical to the network’s perfor-
mance. An inadequate graph structure can hinder information transfer, 
ultimately diminishing model performance. Designing and constructing 
an appropriate graph structure becomes even more challenging when 
dealing with complex or noisy datasets.

4.3. Recurrent neural network (RNN)

RNNs have demonstrated strong capabilities in modeling sequential 
data, making them particularly suitable for capturing the temporal and 
semantic characteristics inherent in HSI. Their effectiveness in learning 
spectral sequences and spatial dependencies enables enhanced rep-
resentation of complex spectral-spatial information. The fundamental 
RNN architectures include the Vanilla RNN, Long Short-Term Memory 
(LSTM), and Gated Recurrent Unit (GRU). These models address the 
challenge of long-term dependencies through distinct mechanisms. In 
particular, LSTM and GRU are effective in alleviating the vanishing 
gradient problem commonly encountered in long sequences, thereby 
improving the network’s ability to learn long-range contextual informa-
tion. The overall RNN-based architecture is shown in Fig.  7, including 
cyclic connectivity, where the activation of the next node depends on 
the previous step [89].

Vanilla RNN is the simplest RNN model, which leads to information 
degradation when dealing with high-dimensional data. LSTM is able to 
better learn long-term dependencies in sequences by introducing three 
gates: input, forget, and output gates and a cell state, which utilizes a 
gating mechanism to continually discard extraneous information, but 
this also increases the computational burden. GRU functions similarly 
to LSTM but has a simpler structure. It changes the input and forget 
gates to update and reset gates and removes the output gates, thus 
making training easier.

Gündüz et al. [90] have proposed a model that uses CNNs for 
spatial feature extraction and GRUs to model spectral dependencies. 
A double focus mechanism is introduced in the spectral and spatial 
modules to highlight important spectral bands and key spatial regions, 
improving model discrimination. However, in complex image data, 
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Fig. 7. The general structure of the HSIC based on RNN.
over-relying on attention mechanisms may overlook some potential key 
information. To address this, Ramkumar et al. [91] have proposed the 
Multi-Dimensional RNN (MDRNN) for HSIC. It has applied min–max 
normalization as a preprocessing technique to reduce image noise and 
enhance the quality of the HSI. Features were then extracted using a 
spatial attention-based technique. Finally, MDRNN has learned middle-
level visual patterns and has enhanced the spatial relationships between 
these patterns to improve HSIC.

To address the challenge of small sample learning, Dasu et al. [92] 
proposed a two-stage framework consisting of feature extraction and 
classification. HSIs from the RIT-18 dataset are first divided into 
16 × 16 patches. An enhanced CNN, optimized by the Modified
Velocity-based Colliding Bodies Optimization (MV-CBO), is used to ex-
tract spectral-spatial features from each patch. These features are then 
aggregated into a unified feature vector. In the classification stage, an 
MV-CBO-optimized RNN is employed to perform classification, leading 
to improved accuracy. Additionally, Kang et al. [93] have proposed the 
Spectral-Spatial Double-Branch Network (SSDBN). SSDBN consists of 
two independent branches for extracting spectral and spatial features, 
respectively. The framework incorporates multi-scale 2D convolution 
modules, LSTM, and attention mechanisms. The spectral-spatial double-
branch feature extraction method of SSDBN performs well in handling 
small sample problems.

The 3D CNN model uses a feed-forward structure that reduces the 
processing burden for 3D data. However, due to its vector-based design, 
it struggles to fully capture the complex information in HSI, leading to 
less discriminative feature extraction. In contrast, convolutional long 
short-term memory (CLSTM) networks can recursively process 3D data 
and extract more abstract and distinctive features, but at the cost of 
higher computational complexity. To this end, Seydgar et al. [94] have 
proposed a two-stage approach combining CNN and CLSTM. The first 
stage utilizes a 3D CNN to extract low-dimensional shallow spectral-
spatial features from HSI with relatively little spatial information, while 
the second stage applies CLSTM for the first time to recursively analyze 
the spatial information while taking into account the spectral informa-
tion. This recursive analysis enhances the robustness of the model in 
extracting patches at different spatial sizes, and the strategy of using 
3D CNN before applying CLSTM effectively reduces the computational 
burden. Ranjan et al. [95] have also proposed a novel CLSTM classifier 
for dealing with the complex spatial and spectral correlations inherent 
in HSI data. The classifier performs well in modeling the multidimen-
sional relationships of the data and is effective in capturing long-term 
dependencies, thus improving the accuracy of feature extraction and 
classification.

Although LSTM and GRU are highly effective for time-series data, 
their application in HSIC still faces notable challenges. Many existing 
methods treat each pixel in an HSI as a sequence, with the spectral 
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bands forming the sequence elements. This results in significantly long 
input sequences, which increases the risk of overfitting. Moreover, han-
dling such lengthy sequences leads to greater computational demands 
and slower training processes. As a result, there is a pressing need to 
explore parallel processing techniques to enhance the generalization 
capability and efficiency of RNN-based models in HSIC.

4.4. Autoencoder (AE)

AE is a symmetric neural network widely used in HSIC, mainly for 
unsupervised feature learning. Its core goal is to generate a compressed 
feature representation of high-dimensional HSI data, rather than di-
rectly performing classification. As shown in Fig.  8, the AE consists 
of an input layer, an encoding layer (hidden layer), a decoding layer 
(reconstruction layer), and an output layer, which is learned by mini-
mizing the difference between the input and the reconstructed output. 
In addition, AE is also used as an unsupervised DR technique, which is 
widely used in image preprocessing, feature extraction and image clas-
sification. Stacked auto-encoders (SAEs) learn more abstract features 
by stacking multiple AE layers, while denoising auto-encoders (DAEs) 
enhance the model’s ability to handle noisy data by adding noise to the 
input. These methods effectively deal with high-dimensional data and 
noise and are suitable for a wide range of HSI data analysis tasks.

Zhao et al. [96] have proposed a method that combines SAE with 
a three-dimensional deep residual network (3DDRN). The key idea 
is to first reduce spectral redundancy using SAE through unsuper-
vised dimensionality reduction. Then, 3DDRN is used to extract joint 
spectral-spatial features by leveraging its residual learning capabil-
ity. The hierarchical design helps reduce overfitting while preserving 
important information. In addition, to address parameter instability 
caused by noise and limited training data, Yuvaraj et al. [97] have 
introduced an improved SAE combined with a restricted boltzmann 
machine (RBM). It has applied data augmentation with different noise 
levels to enhance category separation. The approach aims to utilize the 
SAE for robust feature extraction while incorporating the RBM to per-
form effective classification and denoising. This combination enhances 
the model’s generalization performance, especially in the presence of 
noise.

To enhance the compatibility between learned features and classi-
fication objectives, the Deep Margin Cosine Autoencoder (DMCA) [98] 
introduces a margin-based constraint during training. This constraint 
encourages the autoencoder to form a more discriminative feature 
space suited for softmax-based classification. The framework adopts a 
two-stage training process, where general feature representations are 
initially learned and subsequently fine-tuned for classification tasks. 
Building upon this approach, the Two-stage Multidimensional Convo-
lutional SAE (TMC-SAE) [99] separates spectral and spatial processing 
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Fig. 8. The general structure of the HSIC based on AE.
into distinct phases. The first stage, SAE-1, focuses on reducing spectral 
redundancy through 1D convolutions and fully connected layers. The 
second stage, SAE-2, leverages a combination of 2D and 3D convolu-
tional operations to extract joint spectral-spatial features. This modular 
design not only enhances model interpretability but also contributes to 
more efficient training.

Addressing the scarcity of labeled data and the need for improved 
feature generalization, Ranjan et al. [100] have proposed a semi-
supervised framework. It combines 3D convolutional autoencoders (3D-
CAE), twin networks, and attention mechanisms. This model uses unla-
beled data to pretrain the 3D-CAE. The twin network encourages better 
separation between classes. An attention module helps the model focus 
on more discriminative features.

Beyond traditional AE frameworks, recent studies have adapted 
the masked autoencoder (MAE) approach for HSIC. The Diffusion-
Enhanced Masked Autoencoder (DEMAE) [101] is designed to capture 
long-range spectral dependencies. It improves robustness by incorporat-
ing auxiliary tasks such as denoising and reconstruction. By leveraging 
noise-aware training alongside a customized loss function designed to 
improve the signal-to-noise ratio, the model facilitates more effective 
feature learning. In a parallel effort to disentangle spectral and spatial 
information under a self-supervised paradigm, the Spatial-Spectral MAE 
(SS-MAE) [102] employs separate masking and reconstruction branches 
for spatial patches and spectral bands. This architecture enables the 
model to more effectively exploit both spatial structures and spectral 
signatures in HSI data. Wang et al. [103] have followed a similar 
approach. They have introduced a unified MAE framework (HSIMAE) 
with spatial–spectral encoders and a two-branch fine-tuning strategy. 
This allows the model to effectively adapt to unlabeled data in the 
target domain.

AE shows great potential in HSI processing but still faces certain 
challenges. The extremely high dimensionality of HSI data increases 
the risk of overfitting. Therefore, how to effectively perform feature 
selection and DR remains a key issue. In addition, due to the problems 
of high intra-class variability and high inter-class similarity, there 
is an urgent need to further explore methods like pre-training, co-
training, and adaptive neural networks to enhance the framework of 
self-coder-based HSIC.

4.5. Transformer

The Transformer architecture, introduced by Vaswani et al. [104] in 
2017, has since emerged as a powerful deep learning model widely ap-
plied across various tasks, including image processing, machine trans-
lation, and text generation. The core encoder–decoder architecture 
of Transformer is shown in Fig.  9. The encoder and decoder are 
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Fig. 9. Encoder–decoder architecture in Transformer.

responsible for processing input sequences and generating output se-
quences, respectively. Each layer in the encoder and decoder contains 
the same sub-layers, including the self-attention mechanism and the 
feed-forward network. This architecture not only helps to fully un-
derstand the input sequences, but also generates context-rich output 
sequences.

The Transformer architecture has several advantages in HSIC. The 
Transformer architecture can effectively capture the dependency be-
tween spectral bands and spatial locations in HSI. By focusing on 
both spectral and spatial dimensions, the model is able to learn to 
extract discriminative features and fully utilize the rich information 
in HSI data [105]. HSI often contains long-range dependencies. The 
spectral features of one pixel may depend not only on nearby pixels, 
but also on those that are far apart in both space and spectrum. The 
self-attention mechanism in the Transformer architecture helps capture 
these complex relationships. It allows the model to learn from distant 
pixel interactions, which leads to more accurate predictions [106]. 
Additionally, the Transformer can create contextualized representations 
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for each pixel. By analyzing the entire image, it learns to encode infor-
mation about surrounding pixels and their categories. This improves 
the model’s ability to classify hyperspectral data more accurately.

In order to capture the long-range relationships between sequence 
spectra in HSI, He et al. [107] have proposed a new classification frame-
work called Spatial-Spectral Transformer (SST). The model first utilizes 
CNNs to extract spatial features and introduces an improved Trans-
former structure, called DenseTransformer, to efficiently capture the 
relationships between sequence spectra. Finally, a multilayer percep-
tron is used for the classification task. Sun et al. [108] have proposed 
a spectral-spatial feature tokenization transformer (SSFTT) method for 
capturing spectral-spatial features as well as high-level semantic fea-
tures. The method extracts shallow spectral and spatial features through 
a spectral-spatial feature extraction module consisting of 3D convolu-
tional layers and 2D convolutional layers, then transforms the features 
using a Gaussian-weighted feature tokenizer, then learns the high-level 
semantic representations of the features through a Transformer coding 
module, and finally outputs the classification results through a linear 
classifier.

Qin et al. [109] have presented a contrastive learning framework 
in a self-supervised setting, where separate Transformer modules are 
used to capture spatial and spectral representations. By incorporating 
spatial–spectral enhancement and entropy-based pseudo-labeling, the 
framework effectively reduces dependence on labeled data while im-
proving domain-specific feature learning. Similarly, Dang et al. [110] 
have employed a dual-branch structure, in which one branch focuses on 
spectral information and the other on spatial features. Attention-based 
modules are then used to fuse the outputs, reflecting a broader trend 
in Transformer-based HSI classification that emphasizes the separation 
and adaptive integration of spectral and spatial cues. The inclusion 
of dual attention mechanisms further underscores the significance of 
maintaining a balance between these complementary feature types.

The Vision Transformer has achieved better classification perfor-
mance than CNNs by using self-attention to capture global relation-
ships in the data. The morphological Transformer model, morphFormer
[111], integrates learnable spectral and spatial morphology networks 
to enhance HSIC. By combining morphological convolutions with at-
tention mechanisms, the architecture facilitates stronger interactions 
between hyperspectral tokens and the classification token. The design 
enables the network to more effectively capture structural and shape-
related information within the data, ultimately improving classification 
performance. In an effort to enhance spectral-spatial interaction, the 
Double-Attention Transformer Encoder (DATE) [112] was introduced. 
The model incorporates two self-attention modules: the spectral atten-
tion module (SPE) and the spatial attention module (SPA). The SPE 
is designed to capture global spectral relationships, while the SPA 
focuses on local spatial features. The combination of these modules 
enables effective fusion of spatial and spectral information for improved 
classification. Liu et al. [113] have used Swin Transformer for HSIC. 
Swin applies hierarchical windows and shifted attention. This allows 
it to capture both local details and global context. To further enrich 
feature diversity, Tan et al. [114] have proposed ELViT to further en-
rich features. ELViT leverages CNN-based token generators to produce 
multiscale semantic tokens, strengthening local feature representation. 
Additionally, a linear-complexity attention mechanism is employed to 
efficiently model long-range dependencies.

A common limitation in many Transformer-based HSIC methods 
is the reliance on average pooling, which often leads to the loss of 
fine-grained information. To overcome this issue, Ahmad et al. [55] 
have introduced WaveFormer. The model incorporates wavelet trans-
form for reversible downsampling, preserving data integrity while en-
abling effective attention learning. By combining downsampling with 
wavelet transform, WaveFormer decompresses feature maps without 
loss, achieving a balance between accuracy and efficiency. Addition-
ally, wavelet decomposition enhances the interaction between struc-
tural and shape information across image blocks and channels. In 
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addressing another challenge of fixed positional encodings, which limit 
flexibility for variable-length inputs, Ahmad et al. [115] have intro-
duced SSFormer. The model utilizes implicit conditional positional 
encodings (CPEs) that adjust according to the local neighborhood struc-
ture, improving context capture and increasing classification robust-
ness. Furthermore, cross-attention and learnable embeddings are inte-
grated to enhance feature discrimination.

Transformer offers significant benefits in HSIC, including a deep 
understanding of the global context, adaptive feature learning, and the 
ability to efficiently process spectral-spatial information. However, in 
order to continue to realize Transformer’s potential in HSIC, concerns 
such as computational requirements, limited data availability, and 
model interpretability must be addressed.

4.6. Diffusion models

Diffusion modeling is a DL method based on probabilistic generation 
that gradually transforms data into noise by simulating the physical 
diffusion process. The core of the model lies in learning the inverse 
process to gradually recover the original data from the noise, thus 
achieving high-quality generation results [116,117]. The denoising 
process is formulated as an iterative optimization procedure, opti-
mized using Langevin dynamics [118]. The diffusion model introduces 
many degrees of freedom, with noise predicting additional information 
at each time step. This allows the model to implicitly capture both 
high-level and low-level visual features, enhancing generalization and 
modeling complex spectral-spatial relationships [119,120]. Currently, 
research on diffusion models focuses on three main forms: denoising 
diffusion probabilistic models (DDPMs) [121], score-based generative 
models [119], and stochastic differential equations [122]. Fig.  10 illus-
trates the workflow of a manually selected, single-timestep, single-stage 
diffusion feature extraction method for HSIC. The horizontal arrows 
indicate the sequential denoising process from 𝑥𝑇  to 𝑥0. At a specific 
timestep, a feature extractor is employed to obtain diffusion features, 
which are then directly fed into the classifier for final categorization.

Zhou et al. [123] have proposed Diff-HSI, an unsupervised spectral-
spatial feature learning framework based on a diffusion model. The 
framework uses unlabeled HSI image blocks to pre-train the diffusion 
model. Intermediate-level features are then extracted from different 
time steps. To make better use of these time-step features, they have de-
signed a time-step feature library and a dynamic feature fusion module. 
This approach allows the model to adaptively learn multi-level infor-
mation representations from different time steps. Sigger et al. [124] 
have proposed DiffSpectralNet, a novel method combining diffusion 
modeling and transformer techniques for HSIC. The method extracts 
both high-level and low-level spectral-spatial features using diffusion 
modeling. A pre-trained denoising U-Net classifies intermediate-level 
features, with a Transformer used for final supervised classification. 
Zhang et al. [125] have introduced DKDMN, a data- and knowledge-
driven deep multiview fusion network. DKDMN uses a diffusion model-
based knowledge learning framework (DMKLF) to extract knowledge 
from unlabeled data. This knowledge combines with a deep multi-
view network architecture (DMNA) to drive feature extraction through 
unsupervised diffusion knowledge.

The SpectralDiff [126] leverages iterative denoising and construc-
tion to generate data, enhancing the capture of relationships between 
samples. SpectralDiff integrates a spectral-spatial diffusion module and 
an attention-based classification module. These modules adaptively 
construct sample relationships, capture spectral-spatial distributions, 
and utilize contextual information to improve classification perfor-
mance. However, previous approaches extract diffusion features from 
only a single time step and a single phase of the denoised U-Net, with 
their selection manually determined through extensive dataset-specific 
experimentation. The reliance on limited temporal and structural in-
formation often results in the loss of critical spectral-spatial features, 
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Fig. 10. Single-timestep, single-stage diffusion feature extraction.
Fig. 11. Mamba module - Simplified block that integrates H3 and MLP modules.
hindering the model’s capacity to effectively capture complex rela-
tionships. Addressing this limitation, the Multi-Timestep Multi-Stage 
Diffusion (MTMSD) framework [127] is the first to explore the integra-
tion of multi-timestep and multi-stage diffusion features for HSIC. By 
progressively propagating features through different temporal steps and 
structural stages, the framework effectively captures complex spectral-
spatial dependencies, thereby enhancing classification performance. 
Specifically, MTMSD first uses a diffusion model through unlabeled 
HSI blocks for pre-training to learn diffusion features and uncover 
the spectral-spatial dependencies in the data. Then, multi-time-step 
and multi-stage diffusion features are extracted from the pre-trained 
denoised U-Net decoder, and time-step-level central and global feature 
libraries are constructed using center extraction and average pooling 
methods.

Effectively utilizing the rich multi-timestep and multi-stage features 
extracted from various stages of denoising U-Net is a key challenge. 
Multi-stage features, compared to single-stage ones, provide richer 
semantic and reconstruction information, which helps model spectral-
spatial relationships more accurately. However, the enhancement in 
classification performance varies across datasets. Different sensors cap-
ture HSI with distinct spectral-spatial features, leading to variations 
in their representations. Moreover, different regions of the same HSI 
may emphasize different textural and semantic details, affecting the 
preference for time-step selection. Additionally, the large number of 
multi-stage features can lead to high memory consumption and com-
putational load, especially when training large-scale datasets. Thus, 
managing and utilizing these diverse features efficiently remains a 
critical challenge to improve algorithm performance.

4.7. Mamba models

The Mamba model, introduced by Gu et al. [128], is a selectively 
structured state-space model that excels in long sequence modeling 
tasks. Unlike CNNs, Mamba overcomes their modeling limitations by 
leveraging global receptive fields and dynamic weighting, offering 
advanced modeling capabilities similar to Transformers. However, it 
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avoids the secondary computational complexity typically associated 
with Transformer models, making it a more efficient alternative.

Mamba is a simplified state-space model (SSM) architecture, as 
illustrated in Fig.  11. Unlike the typical SSM architecture, which stacks 
linear attention-like blocks and multilayer perceptron (MLP) blocks as 
seen in Transformers, Mamba combines and evenly stacks these two 
components. In contrast to the H3 block, Mamba replaces the first 
multiplication gate with an activation function. Additionally, compared 
to the MLP block, Mamba introduces an SSM into the main path. The 
overall structure of Mamba consists of multiple repeated Mamba blocks, 
interspersed with standard normalization layers (such as batch nor-
malization or layer normalization) and residual connections. Mamba 
retains the linear scalability of state-space models for sequence lengths, 
while also incorporating the powerful modeling capabilities of Trans-
formers.

The spectral-spatial Mamba (SS-Mamba) model [129] introduces a 
structured approach to HSIC by integrating a token generation module 
with stacked spectral-spatial Mamba blocks (SS-MBs). The architecture 
begins by converting HSI cubes into spatial and spectral tokens. These 
tokens are then passed through SS-MBs, with each block containing 
two Mamba modules and a feature enhancement component. SS-MBs 
fuses information by modulating spatial and spectral tokens with data 
from the central region of the HSI sample. Building on a similar 
foundation, SpectralMamba [130] operates in a two-stage manner. 
Initially, spatial–spectral dynamic masks are learned via efficient con-
volutions to suppress spectral variability and inter-class confusion. In 
the subsequent stage, hidden-state representations are constructed by 
learning parameterized selective responses, thus eliminating the need 
for redundant attention mechanisms. A segmented scanning strategy 
is introduced to compress continuous spectral sequences, maintain-
ing both short- and long-range contextual information while reducing 
computational overhead. MambaHSI [131] adopts a dual-branch de-
sign to enhance both spatial and spectral representations. The spatial 
Mamba block (SpaMB) enables the extraction of long-range dependen-
cies across the entire image, while the spectral Mamba block (SpeMB) 
partitions spectral vectors into groups to capture intra-group relation-
ships and derive refined spectral features. This coordinated design 
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facilitates the simultaneous modeling of global spatial interactions and 
detailed spectral dependencies.

He et al. [132] have proposed a novel 3D-spectral-spatial mamba 
(3DSS-Mamba) framework for HSIC to model spectral-spatial relation-
ships with improved computational efficiency. A spectral-spatial to-
ken generation (SSTG) module first transforms the HSI cube into 3D 
spectral-spatial tokens. To process these tokens, a 3D spectral-spatial 
selective scanning (3DSS) mechanism is employed, enabling pixel-
wise scanning across both spectral and spatial dimensions. By inte-
grating this scanning mechanism with conventional mapping opera-
tions, the model constructs 3D spectral-spatial Mamba blocks (3DMBs), 
enhancing representation capacity while maintaining computational 
efficiency. Ahmad et al. [133] have proposed the Spatial-Spectral Mor-
phological Mamba (MorpMamba) model. Initially, a token genera-
tion module transforms HSI blocks into spatial–spectral tokens. These 
tokens are processed through morphological operations and depth-
wise separable convolutions to capture structural characteristics. A 
feature enhancement module further refines the representations. To 
improve discriminative power, the model incorporates a multi-head 
self-attention mechanism in the feature space. Finally, the aggregated 
features are passed through a state-space block to perform classification 
and generate the corresponding truth maps.

The Mamba model overcomes the limitations of traditional CNNs 
by using a global sensing field and dynamic weighting mechanism. 
This gives it advanced modeling capabilities, similar to Transformers. 
Mamba reduces computational costs and speeds up training and infer-
ence. This makes it ideal for real-time monitoring and large-scale image 
processing, such as in environmental monitoring, agricultural analysis, 
and urban planning. Mamba-based HSIC is a cutting-edge technology. 
It can be enhanced by combining it with other DL models to better 
extract spectral-spatial features in HSI.

5. Strategies for handling limited labeled data

5.1. Data augmentation

Data augmentation helps create more training data by applying 
transformations like rotation, translation, and scaling. This approach 
addresses the issues of limited data and overfitting. The transformed 
sample 𝑦𝑖 corresponding to the input sample 𝑥𝑖 is expressed as follows: 

𝐲 = 𝑓 (𝐱𝑖) (4)

where 𝑓 is the transformation function. In HSIC research, many frame-
works use data augmentation methods. These methods help improve 
classification accuracy and reduce overfitting caused by limited training 
data.

For example, Yu et al. [134] have improved the training data by 
applying three data enhancement operations (flip, rotate, and pan) 
and have utilized this enhanced dataset to train CNNs for HSIC. In-
spired by the recently proposed principal component analysis-based 
data augmentation (PCA-DA) and Superpixelwise PCA (SuperPCA), Gao 
et al. [135] have introduced SuperPCA-DA in the model. Specifically, 
the HSI is first divided into blocks of hyperpixels, and then local 
reconstruction is performed using image segmentation techniques for 
denoising. Then, SuperPCA-DA is applied in each hyperpixel for data 
enhancement, where low-dimensional features are extracted by local 
PCA and projected back to the high-dimensional spectral space, and 
random noise is added to the projection matrix. Tan et al. [136] have 
proposed a data enhancement method based on improved deep convo-
lutional generative adversarial network (DCGAN) to extend the spectral 
data of cantaloupe under different pesticide residues. Zhu et al. [137] 
have also proposed a conditional deep convolutional generative ad-
versarial network (cDCGAN) model. This model generates labeled HSI 
samples to enhance the training data.
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5.2. Unsupervised/semi-supervised learning

While supervised DL models have made significant progress on 
HSIC, the current demand favors unsupervised or semi-supervised DL 
models. Since HSI data lacks labeled training samples, unsupervised/
semi-supervised methods can utilize unlabeled data samples to aid 
training.

Unsupervised methods utilize an encoder–decoder structure to train 
the network without labeling the samples. Ghasrodashti et al. [138] 
have proposed a method for HSIC by improving the traditional autoen-
coder and combining it with Majorization Minimization (MM)-based 
technology. They construct the weights of the autoencoder using the 
similarity angle map (SAM) criterion as a regularization term. To 
improve classification accuracy, they use a fuzzy mode to estimate the 
parameters. Sellars et al. [139] have proposed a novel graph-based 
semi-supervised framework. The framework uses a hyperpixel approach 
to define meaningful local regions in the HSI that are likely to share the 
same classification labels. Spectral and spatial features are extracted 
from these regions, and a contracted weighted graph representation 
is constructed, where each node represents a region rather than a 
single pixel. This graph is then fed into a graph-based semi-supervised 
classifier to obtain the final classification results. Chen et al. [140] 
have proposed an unsupervised multivariate feature fusion network 
(M3FuNet) for HSIC. The method extracts spectral and spatial features 
using multiscale supervector matrix correction (MSMC) and multiscale 
random convolution dispersion (MRCD), which significantly improves 
feature retention and spatial–spectral dependence. In addition, unsu-
pervised HSIC based on data clustering attracts increasing attention. 
Liu et al. [141] have combined entropy rate superpixel segmentation 
(ERS), superpixel-based PCA, and PCA-domain 2D singular spectral 
analysis (SSA) to improve the efficiency and effectiveness of feature 
extraction, and use anchor point-based graph clustering (AGC) for 
efficient classification.

5.3. Generative adversarial network(GAN)

The GAN model is proposed by Goodfellow et al. [142], which con-
tains two sub-models: generator and discriminator. Fig.  12 illustrates 
how the GAN model works. The generator 𝐺 captures the underly-
ing distribution 𝑝𝑑 of real data and learns a new distribution 𝑝𝑔 for 
generating fake data, with the goal of making 𝑝𝑔 similar to 𝑝𝑑 . The 
discriminator 𝐷 computes the distance between 𝑝𝑔 and 𝑝𝑑 to determine 
whether the input sample comes from real data. 𝐺 and 𝐷 are trained 
synchronously, with their parameters updated alternately.

Zhu et al. [143] have first explored the effectiveness and usefulness 
of GAN in HSIC. They design two CNNs, one CNN for distinguishing 
input data and the other for generating pseudo-inputs. To address 
the challenge of limited labeled samples, the study introduces two 
complementary classification strategies: a one-dimensional GAN (1D-
GAN) focused on spectral feature learning, and a three-dimensional 
GAN (3D-GAN) designed to capture spectral-spatial features more ro-
bustly. These approaches demonstrated the feasibility of using GANs to 
enhance feature representation and classification performance in HSIC 
tasks. Xue et al. [144] have proposed a semi-supervised convolutional 
GAN classification model, which includes a 3D-CNN-based generator 
network and a 3D deep residual-based discriminator network. The 
generated samples, labeled samples, and unlabeled samples are fed into 
the discriminator together for joint training. The trained discriminator 
is able to recognize both the authenticity of the samples and their 
category labels. Wang et al. [145] have proposed a new discriminator 
that combines CapsNet and CLSTM. This structure extracts low-level 
features and combines them with local spatial sequence information to 
form high-level context features.

Yu et al. [146] have utilized a novel GAN, Sill-RGAN, to enhance the 
classification performance of HSI under different lighting conditions. 
Sill-RGAN enhances the robustness of classification by handling varying 
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Fig. 12. HSIC based on GAN.
lighting conditions through a unique mapping method and generates 
new virtual samples to support model training. To address the scarcity 
of labeled samples, a combination of kernel PCA for dimensionality 
reduction, CycleGAN for sample augmentation, and EfficientNet for 
classification has been explored in [147]. Hao et al. [148] have pro-
posed the Transformer with Residual Upscale GAN (TRUG) model, 
which addresses the challenge of limited labeled samples and demon-
strates strong performance in spectral information processing. TRUG 
consists of a generator 𝐺 and a discriminator 𝐷. Residual Upscale (RU) 
is used in 𝐺 to improve the resolution of generated features, extract 
texture features, and capture context.

5.4. Transfer learning

Transfer learning typically involves a source domain 𝐷𝑠 and a target 
domain 𝐷𝑡. The source domain 𝐷𝑠 =

{

𝑥𝑖, 𝑦𝑖
}𝑁𝑠
𝑖  and the target domain 

𝐷𝑡 =
{

𝑥𝑖, 𝑦𝑖
}𝑁𝑡
𝑖 , where 𝑥𝑖 and 𝑦𝑖 represent the data samples and their 

corresponding class labels. The goal of transfer learning is to use the 
knowledge from the source domain 𝐷𝑠 and source task 𝑇𝑠 to enhance 
the learning of the prediction function 𝑓𝑡(⋅) for the target domain 𝐷𝑡
and target task 𝑇𝑡. In HSIC, transfer learning uses weights from a pre-
trained network to initialize deep learning models. This approach is 
particularly effective when dealing with tasks with a limited number 
of samples.

In [149], transfer learning is integrated with Wasserstein GAN 
(WGAN-GP), where the fully trained discriminator is subsequently 
repurposed as a feature extractor. This approach enables the model to 
capture spectral-spatial features without the need for labeled data. To 
address scenarios with extremely limited supervision, such as having 
only one labeled sample per class, [150] segments the image into 
homogeneous regions to augment training data and employs a deep 
Siamese CNN to minimize the domain gap. For heterogeneous transfer 
learning in crop classification, [151] adapts both 2D-CNN and 3D-CNN 
architectures using isomorphic transfer strategies on HSI datasets.

Zhou et al. [152] have combined spectral-feature extraction with 
meta-transfer learning. The model is first trained on a richly labeled 
source-domain dataset and then transferred to a sparsely labeled target 
domain. The feature extraction capability is enhanced using dense 
connection blocks and three-dimensional convolutional residual con-
nections to maximize spatial and spectral information. Su et al. [153] 
have proposed the adaptive cuckoo refinement-based graph transfer 
network (ACGT-Net) method. A GCN is first pre-trained to learn trans-
ferable weight parameters. Then, a cuckoo search strategy (CSS) is 
integrated into the trained GCN to adaptively refine the graph struc-
ture. In addition, Hong et al. [154] have introduced SpectralGPT, an 
innovative generalized remote sensing base model specialized for HSI 
processing with an advanced 3D generation pre-trained Transformer.
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5.5. Active learning

Active learning (AL) progressively reduces the training sample size 
by selecting the most representative instances from unlabeled samples 
using uncertainty measures and structure. The goal is to increase the 
amount of information while reducing redundancy and accelerating 
the learning process with fewer samples [155]. In each cycle, AL 
selects the most valuable samples from the unlabeled data, which are 
then assigned labels by an ‘‘oracle’’ (either human or machine). These 
valuable samples are then added to the training set and the model is 
retrained on the updated dataset. This process is repeated until a certain 
termination condition is met, which may be the size of the training 
dataset, the number of iterations, or the desired classification result.

As shown in [156], DL has been combined with AL for HSIC. First, 
a CNN model is trained using a small set of labeled pixels. Then, AL 
selects the most representative samples from the unlabeled pixels for 
annotation. Finally, the CNN is fine-tuned using the newly labeled 
samples to improve performance. In [157], training sample selection 
is addressed through two strategies. Active learning (AL) is employed 
to iteratively expand the labeled dataset by incorporating informative 
unlabeled samples. In parallel, the iterative training sampling (ITS) 
method enriches the data cube by embedding spatial categorization 
information into the training set, thereby enhancing the representa-
tiveness of the samples. In [158], an active deep learning framework 
is introduced, incorporating an auxiliary network to estimate the un-
certainty of unlabeled samples. It fuses features from both the original 
data and the base learner’s hidden layers, which are then processed 
by a fully connected network. A customized loss function guides the 
uncertainty prediction for more effective sample selection.

In [159], an AL-based spectral-spatial classification (ALSSC) model 
has been proposed for tree species classification. To reduce the demand 
for training samples, after each round of classification, AL is used 
to select the most informative samples from the unlabeled test set 
to enrich the training set. However, statistical methods have limited 
effectiveness, and their performance depends on specific scenarios. 
Therefore, Patel et al. [160] have proposed a reinforced pool-based 
deep AL (RPDAL) method. This method designs and trains a rein-
forcement learning (RL)-based agent for selecting informative samples 
for labeling. After training, this RL-based agent is able to migrate to 
other HSI datasets and efficiently select samples to be labeled. Some 
AL algorithms usually tend to select unlabeled samples near category 
boundaries, which are difficult to distinguish. However, during the 
learning process, samples in the center of the category are often hard to 
identify accurately. This issue may lead to inaccurate category metrics 
and affect the effectiveness of sample selection. To address this prob-
lem, Ding et al. [161] have proposed a new AL method called PLGCN, 
which combines prototype learning (PL) and GCN. In this method, the 
prototype of each category is iteratively updated at each sampling stage 
to ensure its optimality.
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Fig. 13. Pavia University dataset. (a) False color. (b) Ground truth.

Table 2
The number of training, validation and test samples of the Pavia University dataset.
 Class No. Class name Train Num Valid Num Test Num 
 1 Asphalt 66 66 6499  
 2 Meadows 186 187 18276  
 3 Gravel 21 21 2057  
 4 Trees 30 31 3003  
 5 Painted metal sheets 14 13 1318  
 6 Bare soil 50 50 4929  
 7 Bitumen 13 14 1303  
 8 Self-Blocking Bricks 37 37 3608  
 9 Shadows 10 9 928  
 Total 427 428 41921  

5.6. Few-shot learning

Few-shot learning (FSL) addresses the challenge of insufficient train-
ing samples by being able to recognize and classify new categories 
using only a small number of samples when training the model. HSIC 
is performed by analyzing spectral information to assign each pixel 
to a predefined category. In the HSIC task, due to the variety and 
complexity of categories, models trained using FSL are able to capture 
latent patterns in the spectral data, making them better adapted to new 
categories.

There have been many studies incorporating FSL in HSIC. Liu 
et al. [162] have proposed a deep sample-less learning method to solve 
the problem of sample shortage in HSIC. The method first extracts 
spectral-spatial features using a deep residual 3D-CNN to reduce label-
ing uncertainty. Subsequently, a metric space is constructed through 
staged training, which clusters similar samples and separates dissimilar 
ones. Finally, a nearest neighbor classifier is used to classify the test 
samples in this metric space. Wang et al. [163] have proposed a 
heterogeneous FSL (HFSL) method, which is designed to use only a 
small number of labeled samples per category for classification tasks.

However, HFSL also has some problems, such as poor generalization 
from natural to HSI and unstable prototype due to limited labeled 
samples. To solve these problems, Zhang et al. [164] have proposed 
a mutual information enhancement FSL (MIEFSL) method. The method 
contains three main modules: mutual information enhancement (MIE), 
intradomain prototype rectification (IPR), and interdomain distribution 
alignment (IDA). Xi et al. [165] have proposed an FSL framework 
for HSIC with a class-covariance metric (CMFSL). CMFSL learns the 
global class representation by alternating training samples of the base 
class and the new class in each training round and applies a synthesis 
strategy to the new class to prevent overfitting.

6. Experimental evaluation

In this study, in order to ensure the fairness and comparability of 
the experimental results, a standardized experimental setup was used to 
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Table 3
The number of training, validation and test samples of the Indian Pines dataset.
 Class No. Class name Train Num Valid Num Test Num 
 1 Alfalfa 3 2 41  
 2 Corn-notill 71 72 1285  
 3 Corn-mintill 42 41 747  
 4 Corn 12 12 213  
 5 Grass-pasture 24 24 435  
 6 Grass-trees 37 36 657  
 7 Grass-pasture-mowed 2 1 25  
 8 Hay-windrowed 24 24 430  
 9 Oats 1 1 18  
 10 Soybean-notill 49 48 875  
 11 Soybean-mintill 122 123 2210  
 12 Soybean-clean 30 29 534  
 13 Wheat 10 10 185  
 14 Woods 63 63 1139  
 15 Buildings-Grass-Trees-Drives 19 20 347  
 16 Stone-Steel-Towers 4 5 84  
 Total 513 511 9225  

Table 4
The number of training, validation, and test samples of the Houston2013 dataset.
 Class No. Class name Train Num Valid Num Test Num 
 1 Healthy grass 63 62 1126  
 2 Stressed grass 63 62 1129  
 3 Synthetic grass 35 35 627  
 4 Trees 62 62 1120  
 5 Soil 62 62 1118  
 6 Water 16 17 292  
 7 Residential 63 64 1141  
 8 Commercial 62 62 1120  
 9 Road 63 62 1127  
 10 Highway 61 62 1104  
 11 Railway 61 62 1112  
 12 Parking Lot 1 61 62 1110  
 13 Parking Lot 2 24 23 422  
 14 Tennis Court 22 21 385  
 15 Running Track 33 33 594  
 Total 751 751 13527  

unify the way of selecting the training, validation, and testing samples. 
Overall classification accuracy (OA), average classification accuracy 
(AA) and kappa coefficient (Kappa) were utilized as evaluation metrics. 
We ensured that all models were experimented on the same sample 
set, guaranteeing consistency in geographic location and the number 
of training samples in each round of cross-validation. In addition, 
the overlap between the training and test samples was specifically 
considered. A stratified sampling delineation was used in this study to 
ensure that there was no overlap between the training and test samples, 
thus eliminating any possible bias due to sample overlap and ensuring 
the integrity of the evaluation process.

6.1. Experimental datasets

In this paper, we employed the Pavia University (PU), Indiana 
Pines (IP), and Houston2013 datasets for training and testing. Fig. 
13(a) and (b) respectively display the false-color composite images 
and corresponding ground truth maps of the PU dataset. The dataset 
comprises 42,776 labeled samples and is partitioned into a training set 
1%, a validation set 1%, and a test set 98%, as presented in Table 
2. Fig.  14(a) and (b) respectively present the false-color composite 
image and the corresponding ground truth map of the IP dataset. The 
dataset contains 10,249 labeled samples and the data is divided into 5% 
training set, 5% validation set and 90% test set as shown in Table  3. 
Fig.  15(a) and (b) present the false-color composite images and their 
corresponding ground truth maps of the Houston2013 dataset. This 
dataset contains 15,029 labeled samples, which are divided into 5% 
for the training set, 5% for the validation set, and 90% for the test set, 
as shown in Table  4.
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Fig. 14. Indian Pines dataset. (a) False color. (b) Ground truth. 
Fig. 15. Houston2013 dataset. (a) False color. (b) Ground truth.
Table 5
Experimental results of different methods on Pavia University dataset.
 3D CNN SPRN AMGCFN CEGCN SSFTT MorphFormer SS-Mamba 3DSS-Mamba CL-MGNet 
 1 95.69 98.36 97.78 98.79 98.55 98.02 96.60 99.78 100  
 2 98.75 99.93 99.89 99.95 99.82 99.77 94.34 99.86 99.83  
 3 77.37 95.62 95.40 100.00 98.38 94.85 99.65 98.09 99.75  
 4 98.43 95.23 79.36 94.49 98.43 96.54 98.81 98.04 99  
 5 99.55 98.44 100 100 100 100 100 98.84 100  
 6 84.81 99.84 98.94 99.67 99.68 99.54 99.03 98.83 99.92  
 7 70.53 85.26 80.83 100 95.49 92.48 99.96 97.74 99.84  
 8 90.39 93.69 97.93 99.86 97.23 97.31 98.69 98.97 100  
 9 88.38 92.92 73.20 100.00 95.14 95.46 99.98 95.77 97.89  
 OA 93.76 97.93 96.41 99.34 99.02 98.48 98.94 99.24 99.78  
 AA 89.32 95.48 91.48 99.19 98.11 97.11 99.35 98.44 99.57  
 Kappa 91.67 97.26 95.23 99.13 98.7 97.98 98.60 99.00 99.71  
6.2. Analysis and interpretation of experimental results

To further analyze the characteristics of different models, we se-
lect several representative methods for comparison. These include 3D 
CNN [166] and SPRN [75], which are based on CNN; AMGCFN [167] 
and CEGCN [168], which are based on GCN; SSFTT [108] and Mor-
phFormer [111], which are based on Transformer; SS-Mamba [129] 
and 3DSS-Mamba [132], which are based on Mamba; and CL-MGNet
[169], based on class-level band learning. The models are evaluated on 
three benchmark HSI datasets — Pavia University, Indian Pines, and 
Houston2013. The classification results are shown in Tables  5, 6, and 
7, as well as Figs.  16, 17, and 18.
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CL-MGNet outperforms other methods in Overall Accuracy (OA), 
Average Accuracy (AA), and Kappa coefficient across all three datasets. 
It shows a particularly strong performance when the training samples 
are limited. In the Pavia University dataset, CL-MGNet significantly ex-
ceeds other methods in classification accuracy. It also successfully han-
dles the challenge of distinguishing between similar categories, such as 
grassland and bare soil. Additionally, as shown in Table  5, the classi-
fication accuracy for category 9 fluctuates greatly with other methods, 
ranging from 73.20% to 100%. However, CL-MGNet consistently main-
tains high performance. This is due to its class-level spectral band 
learning strategy, which uses multi-scale convolution and attention 
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Table 6
Experimental results of different methods on Indian Pines dataset.
 3D CNN SPRN AMGCFN CEGCN SSFTT MorphFormer SS-Mamba 3DSS-Mamba CL-MGNet 
 1 78.26 84.78 90.91 97.56 95.65 95.65 99.61 97.56 100  
 2 89.29 98.39 92.84 99.29 98.67 95.66 78.46 92.92 98.52  
 3 88.92 96.39 96.86 99.72 99.28 98.79 89.08 96.79 100  
 4 87.76 98.73 98.68 98.57 99.16 98.73 99.4 95.77 97.52  
 5 92.96 98.14 71.89 98.36 99.59 90.89 93.32 97.24 99.27  
 6 99.86 98.63 92.89 99.84 96.03 99.04 98.14 98.33 99.84  
 7 100 78.57 100 100 100 82.14 100 68.00 100  
 8 98.54 100 100 100 100 99.79 100 99.77 100  
 9 55.00 95.00 73.68 77.78 65.00 40.00 100 77.78 100  
 10 90.02 92.39 90.62 97.23 95.88 94.24 88.23 95.77 99.52  
 11 95.64 97.11 97.20 99.86 99.47 99.06 90.08 96.83 99.76  
 12 88.53 91.74 85.79 97.18 94.09 93.42 92.68 88.95 99.8  
 13 100 97.56 100 97.28 98.05 99.51 99.94 98.92 98.86  
 14 99.76 99.68 99.18 99.91 99.92 98.49 98.35 98.6 100  
 15 91.71 98.70 100 95.86 93.26 99.48 97.54 96.83 100  
 16 97.85 67.74 100 98.78 100 79.57 99.72 94.05 97.5  
 OA 93.72 96.81 94.32 99.01 98.18 97.02 97.89 98.09 99.53  
 AA 90.88 93.35 93.16 97.32 95.88 91.53 96.86 95.38 99.41  
 Kappa 92.82 96.36 93.51 98.87 97.93 96.60 97.04 97.54 99.46  
Table 7
Experimental results of different methods on Houston2013 dataset.
 3D CNN SPRN AMGCFN CEGCN SSFTT MorphFormer SS-Mamba 3DSS-Mamba CL-MGNet 
 1 95.60 97.44 93.78 100 97.68 99.92 93.55 99.47 100.00  
 2 97.76 98.01 99.75 97.45 99.68 99.60 95.61 99.65 100.00  
 3 100 98.85 99.70 97.19 99.28 99.71 100.00 99.84 100.00  
 4 99.12 92.92 99.08 98.34 99.44 98.47 99.11 98.21 99.72  
 5 99.84 99.76 99.92 100 100 100 98.24 99.46 100  
 6 88.61 90.77 96.81 96.20 98.15 93.23 95.9 97.26 97.83  
 7 94.32 97.00 98.35 98.30 97.24 98.58 90.98 93.08 100  
 8 88.99 93.09 85.79 84.20 97.11 97.27 83.99 97.50 98.87  
 9 92.33 95.45 93.69 99.59 98.08 96.96 92.85 96.72 99.25  
 10 88.75 100 100 100 99.18 98.78 97.46 99.91 100  
 11 94.49 91.98 93.22 94.73 99.51 99.76 92.9 97.57 100  
 12 97.49 97.32 98.56 92.90 96.92 97.65 90.98 99.28 98.95  
 13 92.11 92.75 91.57 91.43 99.57 98.93 90.75 98.10 100  
 14 97.89 100 100 100 100 100 100 100 100  
 15 99.54 97.19 100 100 100 100 100 100 100  
 OA 95.18 96.45 96.51 96.68 98.66 98.73 95.47 98.28 99.69  
 AA 95.12 96.36 96.68 96.69 98.79 98.59 95.82 98.40 99.64  
 Kappa 94.79 96.17 96.22 96.41 98.55 98.62 95.1 98.14 99.66  
mechanisms to capture subtle feature differences in high-dimensional 
HSI data.

In Table  6, due to the severe sample imbalance in the Indian Pines 
dataset, the comparison of categories 1, 7, and 9 reveals that most 
methods tend to overfit in these categories. Notably, only CL-MGNet 
effectively alleviates this issue. This is especially evident in Category 
9, where the performance of other models fluctuates drastically, rang-
ing from 40% to 99.52%. However, CL-MGNet consistently maintains 
relatively stable high performance.

3DSS-Mamba successfully captures the complex dependencies of 
spectral-spatial data by adopting an innovative state-space approach. 
It also demonstrates relatively stable performance across the three 
datasets. In contrast, traditional CNN models such as 3D CNN and 
SPRN perform relatively weaker. Its symmetric convolutional structure 
leads to a rapid increase in parameters, which adds to the complexity 
of model training. Methods based on Transformer and GCN show 
moderate performance, with relatively stable results on some datasets, 
but lack the excellent generalization ability seen in CL-MGNet and 
3DSS-Mamba.

The strong performance of CL-MGNet and 3DSS-Mamba reflects 
progress in algorithm performance. It also points to a key trend in HSIC 
research. This trend focuses on using innovative network architectures 
and learning strategies. These approaches help better understand and 
utilize the complex features of the high-dimensional spectral data. It 
offers valuable technical guidance and theoretical insights for future 
HSIC research.
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7. Conclusion and future work

7.1. Conclusion

Compared with traditional manual feature extraction methods, DL-
based HSIC models have attracted wide attention due to their high 
efficiency in many fields. In this review, we first introduce the im-
portance of HSIC, the characteristics of HSI data, and the challenges 
faced by DL in this area. Next, we explore different spectral, spatial, 
and spectral-spatial representations for efficient processing of HSI data. 
We then review various DL classification methods, including CNN, 
GCN, RNN, AE, Transformer, diffusion model, and Mamba model, and 
analyze their advantages and limitations. In addition, we also discuss 
the strategy to solve the problem of limited labeled data. Finally, we 
conducted experiments on multiple DL models on three widely used 
benchmark datasets aimed at evaluating their performance in HSIC 
tasks, thus providing a valuable reference and guidance for future 
research.

7.2. Future work

Although these DL methods have made remarkable progress in 
classification accuracy, they still face difficulties in improving the 
computational efficiency of the model, processing high-dimensional 
data ability, and coping with the challenges of complex scenarios, so 
further research is needed to improve the generalization ability of the 
model.



Y. Song et al. Information Fusion 123 (2025) 103285 
Fig. 16. Pavia University dataset classification maps by various methods. (a) ground truth, (b) 3D CNN , (c) SPRN, (d) AMGCFN, (e) CEGCN, (f) SSFTT, (g) MorphFormer, (h) 
SS-Mamba, (i) 3DSS-Mamba, (j) CL-MGNet.
Fig. 17. Indian Pines dataset classification maps by various methods. (a) ground truth, (b) 3D CNN , (c) SPRN, (d) AMGCFN, (e) CEGCN, (f) SSFTT, (g) MorphFormer, (h) 
SS-Mamba, (i) 3DSS-Mamba, (j) CL-MGNet.
• Limited labeled data: Due to the scarcity and limited availability 
of labeled data in HSI, Section 5 explores a variety of solutions, 
and we need to combine these methods to fully utilize their 
combined advantages. In addition, unsupervised learning and FSL 
have become a hot topic in current research because they can 
accurately predict category labels with only a small number of 
labeled samples.

• DL-based model: In terms of model architecture, DL-based diffu-
sion model and Mamba model will become the main direction of 
future development. These models have significant advantages in 
feature expression and can effectively mine the complex spatial 
17 
and spectral information in HSI. The diffusion model can better 
deal with the nonlinear relationship and global dependence in the 
image, so as to improve the robustness of the model in complex 
scenes. The Mamba model is expected to improve the recognition 
ability of HSI fine-grained features through its unique network 
structure.

• Cross-domain transfer Learning: The study of cross-domain trans-
fer learning in HSIC will focus on optimizing domain adaptation 
techniques to cope with distribution differences between differ-
ent hyperspectral datasets. By designing more efficient adaptive 
methods, we can reduce the need for labeling in the target do-
main and improve the generalization ability of the model in 
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Fig. 18. Houston2013 dataset classification maps by various methods. (a) ground truth, (b) 3D CNN , (c) SPRN, (d) AMGCFN, (e) CEGCN, (f) SSFTT, (g) MorphFormer, (h) 
SS-Mamba, (i) 3DSS-Mamba, (j) CL-MGNet.
different environments. At the same time, research on how to 
combine domain specific knowledge with transfer learning and 
develop customized transfer learning framework to enhance the 
performance of models in complex scenarios will be an important 
direction in the future.

• Multimodal data fusion: In HSIC, combining HSI data with other 
remote sensing data, such as LiDAR, radar imagery or visible 
imagery, can provide richer feature information and improve the 
accuracy and robustness of classification to compensate for the 
inadequacy of a single data source. Future research will focus 
on developing advanced data fusion techniques to effectively 
deal with the heterogeneity of different data sources, especially 
in large-scale and real-time applications, while optimizing the 
computational efficiency to meet the practical needs.

• Domain knowledge integration: In the future, effective integra-
tion of domain knowledge will play an important role in HSIC. 
Through cooperation with experts in agriculture, environmental 
monitoring, and other domains, model architectures and feature 
extraction methods can be customized to improve classification 
accuracy. Meanwhile, the development of model architectures 
that effectively integrate domain knowledge and utilize specific 
sensor data and physical properties will help to improve model 
performance. In addition, feature engineering based on domain 
knowledge can also reduce the dependence on a large amount 
of labeled data and further improve the efficiency and accuracy 
of HSIC, thus promoting the application of HSIC technology in 
multiple fields.

• Computational efficiency and scalability: HSIC still faces high 
computational costs and long training times. Future research can 
explore lightweight model architectures, such as sparse neural 
networks, quantization techniques, and model pruning, to re-
duce resource consumption. Integrating distributed and cloud 
computing may enhance the practicality of HSIC for large-scale 
data processing. Additionally, hardware acceleration and special-
ized chip optimization could offer new possibilities for efficiently 
processing HSI data.
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• Potential and optimization of large models: In the future, HSIC 
will benefit from the development of large models like Spec-
tralGPT. These models have strong feature learning and gener-
alization capabilities, allowing them to capture complex patterns 
in HSI data more effectively. Meanwhile, optimizing their com-
putational efficiency, reducing inference time, and maintaining 
high performance with limited resources will be key research 
directions. Additionally, the previously mentioned technological 
advances in unsupervised learning and pre-training of HSI data 
will further unlock the potential of large models for HSIC tasks.
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